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#### Abstract

We show that, unlike alternative algebras, prime quotients of a nondegenerate Jordan system or a Lie algebra need not be nondegenerate, even if the original Jordan system is primitive, or the Lie algebra is strongly prime, both with nonzero simple hearts. Nevertheless, for Jordan systems and Lie algebras directly linked to associative systems, we prove that even semiprime quotients are necessarily nondegenerate.
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## Introduction

Absolute zero divisors in associative algebras generate nilpotent ideals: if $x \in R$ satisfies $x R x=0$, then the ideal $I$ generated by $x$ has zero cube. As a consequence,

[^0]every semiprime associative algebra is nondegenerate (does not have nonzero absolute zero divisors). These elementary assertions, which fail when we drop the associativity condition, have been traditionally used to measure the distance between a given variety of algebras and the variety of associative algebras. As examples:
(i) Shestakov proves in [28] that, for finitely generated alternative algebras, absolute zero divisors generate nilpotent ideals, while McCrimmon [21] establishes the local nilpotency of alternative algebras generated by absolute zero divisors.
(ii) In [11], Beidar, Mikhalev and Shestakov prove that any prime quotient of a nondegenerate alternative algebra is nondegenerate, extending Kleinfeld's result [33, Ch. 9, Sect. 2, Th. 5].

Similar results for Jordan systems as those mentioned in (i) are due to Zelmanov [32] and Medevedev [25], while for Lie algebras, one can mention the papers by Kostrikin and Zelmanov [18, 31]. However, no analogue of (ii) for Jordan systems or Lie algebras was known.

This paper is devoted to settling this question: It will be shown that an analogue of (ii) for Jordan systems or Lie algebras is false in general, but it turns out to be true if we restrict to cases when the Jordan system or the Lie algebra is directly linked to an associative system.

The paper starts with a preliminary section devoted to recalling basic facts and terminology. After that, we show in the first section that there are nondegenerate Jordan systems and Lie algebras that have prime degenerate quotients. Using free special Jordan systems and special Pchelintsev monsters [27, 29] yields examples of strongly prime Jordan systems having prime degenerate quotients. Similar examples of Lie algebras can be obtained using the free Lie algebra. The constructions given in $[6,9]$ are used to show the existence of primitive Jordan systems and strongly prime Lie algebras, both with simple nondegenerate hearts, that have prime degenerate quotients nevertheless.

The second section is devoted to studying Jordan systems which are ample subsystems $H_{0}(R, *)$ of an associative system $R$ with involution and even quotients of those. By using Herstein's constructions [7], we can give precise descriptions of semiprime and prime ideals of $H_{0}(R, *)$, showing that, in particular, they are nondegenerate and strongly prime, respectively. As a consequence, we obtain similar results for Jordan systems obtained by symmetrization $R^{(+)}$of an associative system $R$. In this section, no assumption is made on the associative systems under consideration, nor on the rings of scalars.

The third section deals with Lie algebras of skew-symmetric elements of an associative algebra $R$ with involution over a ring of scalars $\Phi$, with $\frac{1}{2} \in \Phi$, and,
more generally, with their quotients. In the particular case when the Lie algebra is of the form $R^{(-)}$, for an associative algebra $R$, a description of semiprime ideals is provided. The general case is far more involved. The study of semiprime ideals is reduced to that of prime ideals, where another reduction can be made. Indeed, $R$ can be assumed to be $*$-prime, so that we can apply Martindale and Miers' Herstein's Lie theory if the $*$-central closure of $R$ is not of type $\mathrm{A}_{2}$ or $\mathrm{BD}_{4}$. The remaining cases require different techniques, but, finally, full Lie analogues of the main results of the previous section are obtained.

## 0. Preliminaries

0.1 We will deal with associative, Jordan systems (algebras, triple systems and pairs) and Lie algebras over an arbitrary ring of scalars $\Phi$. The reader is referred to $[3,15,16,17,19,22,23]$ for basic facts and notions not explicitly mentioned in this section.

- Given a Jordan algebra $J$, its products will be denoted by $x^{2}, U_{x} y$, for $x, y \in J$. They are quadratic in $x$ and linear in $y$ and have linearizations denoted $x \circ y, U_{x, z} y=\{x, y, z\}=V_{x, y} z$, respectively.
- For a Jordan pair $V=\left(V^{+}, V^{-}\right)$, we have products $Q_{x} y \in V^{\varepsilon}$, for any $x \in V^{\varepsilon}$, $y \in V^{-\varepsilon}, \varepsilon= \pm$, with linearizations $Q_{x, z} y=\{x, y, z\}=D_{x, y} z$.
- A Jordan triple system $J$ is given by its products $P_{x} y$, for any $x, y \in J$, with linearizations denoted by $P_{x, z} y=\{x, y, z\}=L_{x, y} z$.
- For a Lie algebra $L$, the (bilinear) product of the elements $x, y \in L$ will be denoted $[x, y]$. The map $\operatorname{ad}_{x}: L \longrightarrow L$ is given by $\operatorname{ad}_{x}(y)=[x, y]$.
0.2 A Jordan algebra gives rise to a Jordan triple system by simply forgetting the squaring and letting $P=U$. By doubling any Jordan triple system $T$ one obtains the double Jordan pair $V(T)=(T, T)$ with products $Q_{x} y=P_{x} y$, for any $x, y \in T$. From a Jordan pair $V=\left(V^{+}, V^{-}\right)$one can get a (polarized) Jordan triple system $T(V)=V^{+} \oplus V^{-}$by defining $P_{x^{+} \oplus x^{-}}\left(y^{+} \oplus y^{-}\right)=Q_{x^{+}} y^{-} \oplus Q_{x^{-}} y^{+}[19,1.13,1.14]$
0.3 An ideal of a Jordan triple system $J$ is a $\Phi$-submodule $I$ of $J$ such that it is both an inner ideal $\left(P_{I} J \subseteq I\right)$ and an outer ideal $\left(P_{J} I+\{J, J, I\} \subseteq I\right)$. Similar notions are defined for Jordan algebras and pairs. An ideal of a Lie algebra $L$ is a $\Phi$-submodule $I$ of $L$ such that $[I, L] \subseteq I$.
0.4 Given an associative or Jordan system, or a Lie algebra $M$, the heart Heart $(M)$ of $M$ is the intersection of all nonzero ideals of $M$.
0.5 An associative system $R$ gives rise to a Jordan system $R^{(+)}$by symmetrization: over the same $\Phi$-module (the same pair of $\Phi$-modules, in the pair case), we define $x^{2}=x x, U_{x} y=x y x$, for any $x, y \in R$ in the case of algebras, $P_{x} y=x y x$ in the case of triple systems, and $Q_{x^{\sigma}} y^{-\sigma}=x^{\sigma} y^{-\sigma} x^{\sigma}, \sigma= \pm$ in the pair case, where juxtaposition denotes the associative product in $R$.

Similarly, given an associative algebra $R$, we can build its antisymmetrization $R^{(-)}$, which turns out to be a Lie algebra: it is the same $\Phi$-module, with a new product given by $[x, y]=x y-y x$.
0.6 The center $Z(R)$ of an associative algebra $R$ is the set $Z(R)=\{z \in R \mid z x=$ $x z$, for any $x \in R\}$, which turns out to be subalgebra of $R$, and an ideal of $R^{(-)}$. The center $Z(L)$ of any Lie algebra $L$ is $Z(L)=\{z \in L \mid[z, x]=0$, for any $x \in L\}$ which is always an ideal of $L$. Clearly $Z(R)=Z\left(R^{(-)}\right)$.
0.7 A Jordan system $J$ is said to be special if there exists an associative system $R$ such that $J$ is a subsystem of $R^{(+)}$. A Jordan system which is not special is called exceptional. For a Lie algebra $L$, over a field $\Phi$ of characteristic not two, the Poincare-Birkhoff-Witt Theorem [15, Cor. 17.3 B; 17, Cor. 1, p. 160] shows that there exists an associative $\Phi$-algebra $R$ such that $L$ is a subalgebra of $R^{(-)}$.
0.8 A particularly important family of special Jordan systems is that of ample subsystems of associative systems with involution:

- If $R$ is an associative algebra with involution $*$, a $\Phi$-submodule $H_{0}(R, *)$ contained in the set of symmetric elements $H(R, *)$ is said to be an ample subspace of $R$ if it contains all traces and norms of elements of $R\left(x+x^{*}, x x^{*} \in H_{0}(R, *)\right.$ for any $x \in R$ ) and $x H_{0}(R, *) x^{*} \subseteq H_{0}(R, *)$ for any $x \in R$ [20, p. 387; 23, Sect. $\left.0.8^{\prime}\right]$.
- If $R=\left(R^{+}, R^{-}\right)$is an associative pair with polarized involution $*$, an ample subpair $H_{0}(R, *)=\left(H_{0}^{+}, H_{0}^{-}\right)$is a pair of $\Phi$-submodules of symmetric elements $\left(H_{0}^{\sigma} \subseteq H\left(R^{\sigma}, *\right)\right)$ containing all traces $\left(x+x^{*} \in H_{0}^{\sigma}\right.$ for any $\left.x \in R^{\sigma}\right)$ and satisfying $x H_{0}^{-\sigma} x^{*} \subseteq H_{0}^{\sigma}$ for any $x \in R^{\sigma}, \sigma= \pm[8$, Sect. 1.7].
- If $R$ is an associative triple system with involution $*$, a $\Phi$-submodule $H_{0}(R, *)$ contained in the set of symmetric elements $H(R, *)$ is said to be an ample subsystem of $R$ if $V\left(H_{0}(R, *)\right)$ is an ample subpair of $V(R)$ equipped with the polarized involution induced by $*[2$, pp. 209-210].
0.9 An important subalgebra of the Lie algebra $R^{(-)}$, when $R$ is an associative algebra with involution $*$, is given by the set $\operatorname{Skew}(R, *)$ of skew-symmetric elements of $R$ with respect to $*$.
0.10 A Jordan system or a Lie algebra $M$ is said to be nondegenerate if zero is
the only absolute zero divisor. An absolute zero divisor of a Jordan algebra $J$ is an element $x \in J$ such that $U_{x}=0$ (similar definitions are given for Jordan pairs and triple systems), while an absolute zero divisor $x \in L$, where $L$ is a Lie algebra, is defined by $\operatorname{ad}_{x}^{2}=0$.
0.11 We say that a Jordan algebra $J$ is semiprime if $I^{3} \neq 0$, for any nonzero ideal $I$ of $J$, and say that $J$ is prime if $U_{I} K \neq 0$, for any nonzero ideals $I, K$ of $J$. Similarly we can define semiprime and prime Jordan pairs and triple systems.

A Lie algebra $L$ will be said semiprime if $[I, I] \neq 0$ for any nonzero ideal $I$ of $L$, and will be said prime if $[I, K] \neq 0$, for any nonzero ideals $I, K$ of $L$.

A Jordan system or a Lie algebra will be said strongly prime if it is prime and nondegenerate.

An ideal $I$ of a Jordan or associative system or a Lie algebra $M$ will be said semiprime, prime, nondegenerate, or strongly prime if the quotient $M / I$ is semiprime, prime, nondegenerate, or strongly prime, respectively. For an associative system with involution $*$, we also have the notion of $*$-prime $*$-ideal of $R$, with obvious meaning.

## 1. Counterexamples

1.1 We can find prime quotients of strongly prime Jordan systems that are degenerate.
(i) Indeed, examples of prime degenerate Jordan algebras can be found in [26, 27, 29]. The examples given in [27] are special, over a field $\Phi$ of characteristic zero. Let $J$ be such an algebra. In particular $J$ is the quotient of the free special Jordan $\Phi$-algebra $\widetilde{J}=\mathrm{FSJ}_{\text {alg }}[X]$ on an infinite set of variables $X$.
(ii) Let $\operatorname{FAss}_{\text {alg }}[X]$ be the free associative $\Phi$-algebra on $X$. Recall that $\mathrm{FSJ}_{\text {alg }}[X]$ is the subalgebra of $\mathrm{FAss}_{\text {alg }}[X]^{(+)}$generated by $X$. If $\Phi$ is an integral domain (for example, when $\Phi$ is a field), it is readily seen that $\operatorname{FSJ}_{\text {alg }}[X]$ is even strongly prime since, for elements $a, b \in \mathrm{FSJ}_{a l g}[X], U_{a} b=a b a=0$ implies that either $a=0$ or $b=0$ because $\mathrm{FAss}_{a l g}[X]$ does not have nonzero zero divisors.
(iii) By applying the functors given in (0.2) to the algebras given in (i) and (ii), together with the transfer of regularity [4, 0.3(ii)(iii)] one can get special Jordan pairs and triple systems $\widetilde{J}$ over a field $\Phi$ that are strongly prime but have prime degenerate quotients $J$.
1.2 There are also examples of prime quotients of strongly prime Lie algebras that are degenerate.
(i) In fact, Lie algebras of Cartan type over fields of prime characteristic are simple and degenerate (cf. [30]). If we want examples over fields of zero characteristic, we can take a prime degenerate algebra $J$ as in [27], which is a Jordan algebra over a field $\Phi$ of zero characteristic, the duplicated Jordan pair $V:=(J, J)$ is also prime and degenerate [4, 0.3(iii)], hence the Lie algebra $T K K(V)$ is prime and degenerate by $[12,1.2,2.2,2.6]$. Let us take one of those Lie algebras $L$ over a field $\Phi$ which are prime and degenerate. Such an algebra is a quotient of the free Lie algebra $\mathrm{FLie}_{\text {alg }}[X]$ on a sufficiently big set of variables $X$, and we can always take $X$ to be infinite.
(ii) If we work over fields, $\mathrm{FLie}_{\text {alg }}[X]$ is just the subalgebra of $\mathrm{FAss}_{\text {alg }}[X]^{(-)}$generated by $X[17$, Th. 7, p. 168]. We claim that
(a) $\mathrm{FLie}_{a l g}[X]$ is prime if $X$ is infinite: If $I, K$ were nonzero ideals of zero product, we could take nonzero elements $a \in I, b \in K$ and a variable $x \in X$ not involved either in $a$ or in $b$. Now $[[a, x], b] \in[[I, L], K] \subseteq[I, K]=0$, but $[[a, x], b]=a x b-x a b-b a x+b x a$, which implies that $x a b=0$ since $x a b$ is just the sum of all associative monomials of $[[a, x], b]$ starting with the variable $x$. However, $x a b=0$ is impossible since $\mathrm{FAss}_{\text {alg }}[X]$ does not have nonzero zero divisors if $\Phi$ is a field.
(b) $\mathrm{FLie}_{a l g}[X]$ is nondegenerate if $X$ is infinite: If $a \in \mathrm{FLie}_{\text {alg }}[X]$ is an absolute zero divisor, we can take a variable $x \in X$ not involved in $a$, and $0=$ $[a,[a, x]]=a a x-2 a x a+x a a$ implies $x a a=0$, hence $a=0$, due to the absence of nonzero zero divisors in $\mathrm{FAss}_{\text {alg }}[X]$.
1.3 We can get wilder examples by using the following results:
(I) $[9,1.4]$ Let $J$ be a special Jordan system over a field $\Phi$. There exists a special Jordan system $\widetilde{J}$ over $\Phi$ such that:
(i) $J$ is isomorphic to a subsystem $M$ of $\widetilde{J}$,
(ii) $\widetilde{J}$ is a primitive system, hence it is strongly prime,
(iii) Heart $(\widetilde{J})$ is simple and primitive,
(iv) $\widetilde{J}=M \oplus \operatorname{Heart}(\widetilde{J})$, hence $\widetilde{J} / \operatorname{Heart}(\widetilde{J}) \cong J$.
(II) [6, 3.2] Let $L$ be a Lie algebra over a field $\Phi$ of characteristic not two. There exists a Lie algebra $\widetilde{L}$ over $\Phi$ such that:
(i) $L$ is isomorphic to a subalgebra $M$ of $\widetilde{L}$,
(ii) $\widetilde{L}$ is strongly prime,
(iii) Heart $(\widetilde{L})$ is simple and nondegenerate,
(iv) $\widetilde{L}=M \oplus \operatorname{Heart}(\widetilde{L})$, hence $\widetilde{L} / \operatorname{Heart}(\widetilde{L}) \cong L$.

Indeed, if we take a prime degenerate special Jordan system over a field as in (1.1), we can apply (I) to obtain a primitive Jordan system $\widetilde{J}$ with nonzero simple primitive heart, such that $J$ is a quotient of $\widetilde{J}$.

Similarly, if we take a prime degenerate Lie algebra $L$ over a field of characteristic not two, as in (1.2), we can apply (II) to obtain a strongly prime Lie algebra $\widetilde{L}$ with nonzero simple nondegenerate heart, such that $L$ is a quotient of $\widetilde{L}$.

## 2. Jordan Systems Linked to Associative Systems

This section is devoted to showing that prime quotients of a Jordan system $J$ are automatically nondegenerate when $J$ is an ample subsystem of an associative system with involution (0.8). This is based on Herstein's second construction [7].
2.1 Let $(R, *)$ be an associative system (algebra, pair, or triple system) with involution, $H_{0}:=H_{0}(R, *)$ an ample subsystem of $R$, and $B$ be a $*$-ideal of $R$.

- If $R$ is an algebra, we define

$$
K\left(B, H_{0}\right)=\left\{b+b^{*}+\sum_{i} \lambda_{i} b_{i} b_{i}^{*}+\sum_{j} b_{j} h_{j} b_{j}^{*} \mid b, b_{i}, b_{j} \in B, h_{j} \in H_{0}, \lambda_{i} \in \Phi\right\}
$$

which turns out to be an ideal of $H_{0}$ contained in $B \cap H_{0}$ [7, 2.2].

- If $R=\left(R^{+}, R^{-}\right)$is a pair, we define

$$
K\left(B^{\sigma}, H_{0}\right)=\left\{b+b^{*}+\sum_{i} b_{i} h_{i} b_{i}^{*} \mid b, b_{i} \in B^{\sigma}, h_{i} \in H_{0}^{-\sigma}\right\}
$$

which is a semi-ideal of $H_{0}$ contained in $B^{\sigma} \cap H_{0}^{\sigma}, \sigma= \pm[7,3.2]$. We will write $K\left(B, H_{0}\right)=\left(K\left(B^{+}, H_{0}\right), K\left(B^{-}, H_{0}\right)\right)$.

- If $R$ is a triple system, we define

$$
K\left(B, H_{0}\right)=\left\{b+b^{*}+\sum_{i} b_{i} h_{i} b_{i}^{*} \mid b, b_{i}, \in B, h_{i} \in H_{0}\right\}
$$

which is a semi-ideal of $H_{0}$ contained in $B \cap H_{0}$ [7, 3.10].
We have adopted a uniform notation $K\left(B, H_{0}\right)$ for algebras, pairs, and triple systems, unlike in [7], to simplify the phrasing of the next results.
2.2 Lemma. Let $(R, *)$ be an associative system with involution, $H_{0}:=H_{0}(R, *)$ an ample subsystem of $R$, and $P$ an ideal of $H_{0}$. Let $\mathcal{I}$ be the set of *-ideals $I$ of $R$
such that $K\left(I, H_{0}\right) \subseteq P$. Then $\mathcal{I}$ is closed by sums $\left(I_{1}+I_{2} \in \mathcal{I}\right.$ for any $\left.I_{1}, I_{2} \in \mathcal{I}\right)$ so that there exists the maximum of the elements of $\mathcal{I}$.

Proof: Let us assume first that we are dealing with algebras.
Let $a \in I_{1}$ and $b \in I_{2}, I_{1}, I_{2} \in \mathcal{I}$,
(1) $(a+b)+(a+b)^{*}=a+a^{*}+b+b^{*} \in K\left(I_{1}, H_{0}\right)+K\left(I_{2}, H_{0}\right) \subseteq P$,
(2) $(a+b)(a+b)^{*}=a a^{*}+b b^{*}+a b^{*}+b a^{*}=a a^{*}+b b^{*}+a b^{*}+\left(a b^{*}\right)^{*} \in K\left(I_{1}, H_{0}\right)+$ $K\left(I_{2}, H_{0}\right) \subseteq P$ since $a b^{*} \in I_{1}$,
(3) for any $h \in H_{0},(a+b) h(a+b)^{*}=a h a^{*}+b h b^{*}+a h b^{*}+b h a^{*}=a h a^{*}+b h b^{*}+$ $a h b^{*}+\left(a h b^{*}\right)^{*} \in K\left(I_{1}, H_{0}\right)+K\left(I_{2}, H_{0}\right) \subseteq P$ since $a h b^{*} \in I_{1}$.
The above assertions (1-3) show that $K\left(I_{1}+I_{2}, H_{0}\right) \subseteq P$, i.e., $I_{1}+I_{2} \in \mathcal{I}$. The above work applies verbatim to triple systems just forgetting (2), and it can be easily adapted to pairs too.

Now since a sum of ideals is just a union of finite sums, $\mathcal{I}$ is closed for arbitrary (not necessarily finite) sums of ideals. In particular, the sum of all ideals of $\mathcal{I}$ is the maximum in $\mathcal{I}$ we were looking for.

When $P$ is a semiprime ideal of $R$, we have an alternative description of the elements of $\mathcal{I}$ in (2.2).
2.3 Lemma. Let $(R, *)$ be an associative system with involution, $H_{0}:=H_{0}(R, *)$ an ample subsystem of $R, P$ a semiprime ideal of $H_{0}$, and $I$ be $a *$-ideal of $R$. Then $K\left(I, H_{0}\right) \subseteq P$ if and only if $I \cap H_{0} \subseteq P$.

Proof: Clearly $I \cap H_{0} \subseteq P$ implies $K\left(I, H_{0}\right) \subseteq P$, since $K\left(I, H_{0}\right) \subseteq I \cap H_{0}$ (2.1).

If, conversely, $K\left(I, H_{0}\right) \subseteq P$, and we are dealing with algebras, we have

$$
\begin{equation*}
U_{I \cap H_{0}}\left(I \cap H_{0}\right) \subseteq K\left(I, H_{0}\right) \subseteq P \tag{1}
\end{equation*}
$$

since, for any $a, b \in I \cap H_{0}, U_{a} b=a b a=a b a^{*} \in a H_{0} a^{*} \subseteq K\left(I, H_{0}\right)$.
Now (1) implies that the ideal $\left(\left(I \cap H_{0}\right)+P\right) / P$ of $H_{0} / P$ has zero cube, which implies $\left(\left(I \cap H_{0}\right)+P\right) / P=0$, i.e., $I \cap H_{0} \subseteq P$ since $H_{0} / P$ is semiprime.

The above argument can be easily adapted to the cases of pairs and triple systems.
2.4 Theorem. If $(R, *)$ is an associative system with involution, $H_{0}:=H_{0}(R, *)$ is an ample subsystem of $R$, and $P$ is a semiprime (resp. prime) ideal of $H_{0}$, then there exists a semiprime (resp. *-prime) *-ideal $I$ of $R$ such that $P=I \cap H_{0}$. Moreover, $P$ is a nondegenerate (resp. strongly prime) ideal of $H_{0}$.

Proof: Let us start with the case when $P$ is a semiprime ideal of $H_{0}$.
By (2.2) and (2.3),

$$
\mathcal{I}=\left\{B * \text {-ideal of } R \mid K\left(B, H_{0}\right) \subseteq P\right\}=\left\{B * \text {-ideal of } R \mid B \cap H_{0} \subseteq P\right\}
$$

and there exists a maximum $I$ of the elements of $\mathcal{I}$.
We claim that
(1) $I$ is a semiprime ideal of $R$, i.e., $\widetilde{R}:=R / I$ is semiprime,
which is wellknown to be equivalent to $R / I$ being $*$-semiprime. Indeed, if $N$ is a *-ideal of $R$ such that $N^{3} \subseteq I$, then the cube of $N$ in $R^{(+)}$, which is spanned by elements of the form $a b a$, for $a, b \in N$ (for $a \in N^{\sigma}, b \in N^{-\sigma}, \sigma= \pm$, in the pair case), is also contained in $I$. In particular, we have

$$
U_{N \cap H_{0}}\left(N \cap H_{0}\right) \subseteq I \cap H_{0} \subseteq P
$$

in the algebra case, and similar properties in the pair and triple system cases, which yields, as in the proof of $(2.3)$ that $\left(\left(N \cap H_{0}\right)+P\right) / P$ is an ideal of zero cube in the semiprime system $H_{0} / P$, hence $N \cap H_{0} \subseteq P$, i.e., $N \in \mathcal{I}$, which implies $N \subseteq I$.

Let $\varphi: R \longrightarrow R / I=\widetilde{R}$ be the natural projection.
It is straightforward to check that $\varphi\left(H_{0}\right)$ is an ample subsystem of $\widetilde{R}$. By (1), $\widetilde{R}$ is a semiprime associative system with involution, hence any of its ample subsystems is nondegenerate $[7,0.7(\mathrm{ii})]$. In particular,
(2) $\varphi\left(H_{0}\right)$ is nondegenerate.

Now, $\varphi(P)$ is an ideal of $\varphi\left(H_{0}\right)$, and we claim that
(3) $\varphi\left(H_{0}\right) / \varphi(P) \cong H_{0} / P$, so that $\varphi(P)$ is a semiprime ideal of $\varphi\left(H_{0}\right)$.

Indeed the composition $\psi: H_{0} \xrightarrow{\varphi} \varphi\left(H_{0}\right) \longrightarrow \varphi\left(H_{0}\right) / \varphi(P)$ is surjective and
Ker $\psi=\left\{x \in H_{0} \mid x+I \in \varphi(P)\right\}=\left\{x \in H_{0} \mid x-p \in I\right.$, for some $\left.p \in P\right\}=P$
since $x-p=y \in I$ implies $y \in I \cap H_{0} \subseteq P$, hence $x \in P$, and, conversely, $x \in P$ implies $x-x=0 \in I$.

If $\varphi(P) \neq 0$, then we can use $[7,2.6,3.6,3.14]$, and there exists a nonzero $*$-ideal $\widetilde{B}$ of $\widetilde{R}$ such that $K\left(\widetilde{B}, \varphi\left(H_{0}\right)\right) \subseteq \varphi(P)$. Now (2.3) yields
(4) $\widetilde{B} \cap \varphi\left(H_{0}\right) \subseteq \varphi(P)$.

But $\widetilde{B}=B / I$ for some $*$-ideal $B$ of $R$ strictly containing $I$, hence (4) and the fact that $I \cap H_{0} \subseteq P$ imply $B \cap H_{0} \subseteq P$ [for example, in the case of algebras or triple
systems, for any $b \in B \cap H_{0}, b+I \in \widetilde{B} \cap \varphi\left(H_{0}\right) \subseteq \varphi(P)$, which implies $b-p \in I$ for some $p \in P$, hence $b-p \in I \cap H_{0} \subseteq P$, and $\left.b \in P\right]$, i.e., $B \in \mathcal{I}$, and $B \subseteq I$, which is a contradiction.

We have shown that $\varphi(P)=0$, which implies $P \subseteq I$, hence $P \subseteq H_{0} \cap I \subseteq P$.
Moreover, (3) reads $H_{0} / P \cong \varphi\left(H_{0}\right)$, hence $H_{0} / P$ is nondegenerate by (2), i.e., $P$ is a nondegenerate ideal.

If $P$ is a prime ideal of $H_{0}$, the above is still valid, and we just need to show that $I$ is a $*$-prime $*$-ideal of $R$. Indeed, if $A$ and $B *$-ideals of $R$ such that $A B A \subseteq I$ ( $A B \subseteq I$ in the algebra case), then $a b a \in I$, for any $a \in A, b \in B$ ( $a b a \in I^{\sigma}$, for any $a \in A^{\sigma}, b \in B^{-\sigma}, \sigma= \pm$, in the pair case). In particular, we have

$$
U_{A \cap H_{0}}\left(B \cap H_{0}\right) \subseteq I \cap H_{0} \subseteq P
$$

in the algebra case, and similar properties in the pair and triple system cases, which yields, as above, that $\left(\left(A \cap H_{0}\right)+P\right) / P$ and $\left(\left(B \cap H_{0}\right)+P\right) / P$ are orthogonal ideals of the prime system $H_{0} / P$, hence either $A \cap H_{0} \subseteq P$, or $B \cap H_{0} \subseteq P$, i.e., either $A \in \mathcal{I}$, or $B \in \mathcal{I}$, which implies $A \subseteq I$ or $B \subseteq I$.

As a consequence, we can get a similar result for Jordan systems obtained from associative systems by symmetrization.
2.5 Corollary. If $R$ is an associative system, and $P$ is a semiprime (resp. prime) ideal of $R^{(+)}$, then $P$ is a semiprime (resp. prime) ideal of $R$. Moreover, $P$ is a nondegenerate (resp. strongly prime) ideal of $R^{(+)}$.

Proof: Take the associative system $S=R \oplus R^{o p}$, equipped with the exchange involution $*$ given by $(x, y)^{*}=(y, x)$. It is wellknown and straightforward that
(1) $\psi: R^{(+)} \longrightarrow H(S, *)$, given by $\psi(x)=(x, x)$ is an isomorphism of Jordan systems.
Thus $R^{(+)} / P \cong H(S, *) / \psi(P)$, and $\psi(P)$ is a semiprime (resp. prime) ideal of $H(S, *)$.

By (2.4), $\psi(P)=M \cap H(S, *)$, for some semiprime (resp. *-prime) *-ideal $M$ of $S$, and $\psi(P)$ is a nondegenerate (resp. strongly prime) ideal, which implies that $P$ is a nondegenerate (resp. strongly prime) ideal of $R^{(+)}$.

Moreover, a semiprime $*$-ideal $M$ of $S$ has necessarily the form $M=I \oplus I$, for some ideal $I$ of $R$
$\left[I=\pi_{1}(M)=\pi_{2}(M)\right.$, where $\pi_{i}: S \longrightarrow R, i=1,2$, is the natural projection: Clearly $M \subseteq I \oplus I$, but we also claim that

$$
\begin{equation*}
S(I \oplus I) S \subseteq M \tag{2}
\end{equation*}
$$

Indeed, for any $a \in I, x, y \in R$, there exists $b \in I$ with $(a, b) \in M$, hence $(x, 0)(a, b)(y, 0)=(x a y, 0) \in M$, and we have $R I R \oplus 0 \subseteq M$. Similarly, $0 \oplus R I R \subseteq M$, which implies (1) because $S(I \oplus I) S=R I R \oplus R I R$. On the other hand, (2) implies $(I \oplus I)^{3} \subseteq M$, and hence $I \oplus I \subseteq M$ since $M$ is a semiprime ideal of $S$.].

Now, the equality $\psi(P)=M \cap H(S, *)$ readily implies $P=I$, and semiprimeness (resp. *-primeness) of $M$ as a $*$-ideal of $S$ is easily seen to be equivalent to semiprimeness (resp. primeness) of $I$ as an ideal of $R\left[S / M \cong R / I \oplus(R / I)^{o p}\right.$, hence we can use [5, 3.6]].

The third isomorphism theorem applied to (2.4) produces the following corollary, which, by $(2.5)(1)$, also applies to Jordan systems $J$ which are quotients of $R^{(+)}$, where $R$ is an associative system.
2.6 Corollary. Let $J$ be a Jordan system which is a quotient of $H_{0}(R, *)$, where $(R, *)$ is an associative system with involution. If $P$ is a semiprime (resp. prime) ideal of $J$, then $P$ is a nondegenerate (resp. strongly prime) ideal of $J$.

## 3. Lie Algebras Linked to Associative Algebras

3.1 We will start this section with the study of Lie algebras of the form $R^{(-)}$, for an associative algebra $R(0.5)$. Every such an algebra is isomorphic to $\operatorname{Skew}(S, *)$ (0.9), for the associative algebra $S=R \oplus R^{o p}$ and the exchange involution $*$, and we will study algebras of the form $\operatorname{Skew}(S, *)$ later on in the section. However, we have decided to deal with algebras of the form $R^{(-)}$independently, because a much more accurate description of semiprime ideals can be obtained in this case.
3.2 Given an associative $\Phi$-algebra $R, \widehat{R}$ will denote the unitization of $R$. We will make extensive use of $\widehat{R}$ to abbreviate the description of the ideal $I$ of $R$ generated by a subset $S \subseteq R: I=\widehat{R} S \widehat{R}$.
3.3 Lemma. If $R$ is an associative algebra over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$, and $P$ is a semiprime ideal of $R^{(-)}$, then $\widehat{R}[P, P] \widehat{R} \subset P$.

Proof: For any $p \in P$ and $a \in R$,

$$
\left[p, a^{2}\right]=[p, a] a+a[p, a]=2 a[p, a]+[[p, a], a],
$$

hence

$$
2 a[p, a]=\left[p, a^{2}\right]-[[p, a], a] \in P .
$$

Therefore, since $\frac{1}{2} \in \Phi, a[p, a] \in P$, and

$$
\begin{equation*}
a[p, b]+b[p, a] \in P, \quad \text { for any } p \in P, a, b \in R \tag{1}
\end{equation*}
$$

by linearization. Moreover, if " $\equiv$ " denotes congruence modulo $P$,

$$
\left[p^{2}, a\right]=[p, a] p+p[p, a]=[[p, a], p]+2 p[p, a] \equiv_{(1)}[[p, a], p]-2 a[p, p]=[[p, a], p] \in P
$$

We have shown $p^{2}+P \in Z\left(R^{(-)} / P\right)$, but $Z\left(R^{(-)} / P\right)=0$ since $R^{(-)} / P$ is a semiprime Lie algebra, and therefore $p^{2} \in P$ for every $p \in P$. By linearization, $p q+q p \in P$, for any $p, q \in P$. Since we also have $[p, q] \in P$, we have $2 p q \in P$, which implies

$$
\begin{equation*}
p q \in P, \quad \text { for any } p, q \in P \tag{2}
\end{equation*}
$$

Now, for any $a \in \widehat{R},[a p, q]=[a, q] p+a[p, q]$ implies that

$$
a[p, q]=[a p, q]-[a, q] p \in P+P P \subseteq_{(2)} P
$$

and we have shown that $\widehat{R}[P, P] \subseteq P$. Finally, for any $a, b \in \widehat{R}, a[p, q] b=a[[p, q], b]+$ $a b[p, q]=a[[p, b], q]+a[p,[q, b]]+a b[p, q] \in \widehat{R}[P, P] \subset P$.
3.4 Let $R$ be an associative algebra, and $P$ be an ideal of $R^{(-)}$. The set $\mathcal{I}$ of the ideals of $R$ contained in $P$ is closed under the sum, so that $I:=\sum_{M \in \mathcal{I}} M$ is the maximum of the elements in $\mathcal{I}$.
3.5 Proposition. Let $R$ be an associative algebra over a ring of scalars $\Phi$ with $1 / 2 \in \Phi$, and let $P$ be a semiprime ideal of $R^{(-)}$. Let $I$ be the maximum of the ideals of $R$ contained in $P$. Then $I$ is a semiprime ideal of $R, P / I=Z\left((R / I)^{(-)}\right)$, and $P$ is a nondegenerate ideal.

Proof: If $a \in R$ satisfies that $(\widehat{R} a \widehat{R})^{2} \subset I$, then $[\widehat{R} a \widehat{R}, \widehat{R} a \widehat{R}] \subset I \subset P$, so, $\widehat{R} a \widehat{R} \subset P$ by semiprimeness of $P$ as an ideal of $R^{(-)}$, which implies that $a \in I$. We have shown that $I$ is a semiprime ideal of $R$.

If $a+I \in Z(R / I)$, then $[a, R] \subset I \subset P$, which implies that $a+P \in Z\left(R^{(-)} / P\right)$ but, $Z\left(R^{(-)} / P\right)=0$ by semiprimeness of $P$ again, and $a \in P$. Conversely, if $a \in P$, then $[a,[a, R]] \subset[P, P] \subset I$ by (3.3), which implies that $a+I$ is an absolute zero divisor of $(R / I)^{(-)}$, hence $a+I$ lies in the Kostrikin radical $\operatorname{Kos}\left((R / I)^{(-)}\right)$of $(R / I)^{(-)}$. But $\operatorname{Kos}\left((R / I)^{(-)}\right)=Z\left((R / I)^{(-)}\right)[13,4.3(2)]$.

We have that $P / I=Z\left((R / I)^{(-)}\right)=\operatorname{Kos}\left((R / I)^{(-)}\right)$, hence

$$
R^{(-)} / P \cong(R / I)^{(-)} / P / I=(R / I)^{(-)} / \operatorname{Kos}\left((R / I)^{(-)}\right)
$$

is a nondegenerate Lie algebra, i.e., $P$ is a nondegenerate ideal.
The rest of the section is devoted to taking care of Lie algebras of the form Skew $(R, *)$, for an associative algebra with involution $(R, *)$.
3.6 Given an associative algebra with involution $(R, *)$, quotients of $R$ by a *ideal $I$ of $R$ are called $*$-quotients. They inherit the involution which will be denoted also $*$, so that the canonical projection $\pi: R \longrightarrow R / I$ becomes a $*$-epimorphism: $\pi\left(x^{*}\right)=(\pi(x))^{*}$, for any $x \in R$.
3.7 Let $(R, *)$ be an associative algebra with involution over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$, and $P$ be an ideal of $K=\operatorname{Skew}(R, *)$. The set $\mathcal{I}$ of the $*$-ideals $I$ of $R$ such that $K \cap I=\operatorname{Skew}(I, *) \subseteq P$ is closed under the sum, so that $I:=\sum_{M \in \mathcal{I}} M$ is the maximum of the elements in $\mathcal{I}$. Indeed, every element $x$ in a sum of ideals of $\mathcal{I}$ has the form $x=x_{1}+\cdots x_{n}$, where $x_{1} \in I_{1}, \ldots, x_{n} \in I_{n}$, for some $I_{1}, \ldots, I_{n} \in \mathcal{I}$. If, in addition $x \in K$, then $x=\frac{1}{2}\left(x-x^{*}\right)=\frac{1}{2}\left[\left(x_{1}+\cdots+x_{n}\right)-\left(x_{1}+\cdots+x_{n}\right)^{*}\right]=$ $\frac{1}{2}\left(x_{1}-x_{1}^{*}\right)+\cdots+\frac{1}{2}\left(x_{n}-x_{n}^{*}\right) \in\left(K \cap I_{1}\right)+\cdots+\left(K \cap I_{1}\right) \subseteq P$.

The next result is aimed at reducing the study of a prime ideal $P$ of $\operatorname{Skew}(R, *)$ to the particular case in which $R$ is $*$-prime and, at the same time, no nonzero $*$-ideal $I$ of $R$ satisfies $\operatorname{Skew}(I, *) \subseteq P$.
3.8 Lemma. Let $(R, *)$ be an associative algebra with involution over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$. Let $I$ be $a *$-ideal of $R$ and $\pi: R \longrightarrow R / I$ the canonical projection. Then
(i) $\operatorname{Skew}(I, *)$ is an ideal of $\operatorname{Skew}(R, *)$, and we have $\operatorname{Skew}(R, *) / \operatorname{Skew}(I, *) \cong$ $\pi(\operatorname{Skew}(R, *))=\operatorname{Skew}(R / I, *)$.
Let $P$ be an ideal of $K=\operatorname{Skew}(R, *)$, and $I$ be the maximum of the elements of $\mathcal{I}$, as in (3.7).
(ii) If $P$ is a prime (respectively semiprime) ideal of $K$, then $I$ is a *-prime (respectively semiprime) ideal of $R$, and $K / P \cong \operatorname{Skew}(R / I, *) / \pi(P)$, which implies that $\pi(P)$ is a prime (respectively semiprime) ideal of $\operatorname{Skew}(R / I, *)$. Moreover, there is no nonzero *-ideal of $R / I$ whose skew-symmetric elements are contained in $\pi(P)$.
Proof: (i) Idealness of $\operatorname{Skew}(I, *)$ in $\operatorname{Skew}(R, *)$, and the isomorphism follows from the fact that

$$
\operatorname{Ker}\left(\left.\pi\right|_{\operatorname{Skew}(R, *)}\right)=\operatorname{Ker} \pi \cap \operatorname{Skew}(R, *)=I \cap \operatorname{Skew}(R, *)=\operatorname{Skew}(I, *)
$$

Given any $x \in \operatorname{Skew}(R, *), \pi(x)=x+I \in \operatorname{Skew}(R / I, *)$ since $(x+I)^{*}=x^{*}+$ $I=(-x)+I=-(x+I)$. Conversely, if $x+I \in \operatorname{Skew}(R / I, *)$, then we have
$x+I=\frac{1}{2}\left[(x+I)-(x+I)^{*}\right]=\frac{1}{2}\left[(x+I)-\left(x^{*}+I\right)\right]=\frac{1}{2}\left(x-x^{*}\right)+I=\pi\left(\frac{1}{2}\left(x-x^{*}\right)\right)$, where $\frac{1}{2}\left(x-x^{*}\right) \in \operatorname{Skew}(R, *)$. This shows the second equality.
(ii) Let us assume that $P$ is prime, and consider $M_{1}, M_{2}$, *-ideals of $R$ such that $M_{1} M_{2} \subseteq I$. Then also $M_{2} M_{1}=M_{2}^{*} M_{1}^{*}=\left(M_{1} M_{2}\right)^{*} \subseteq I^{*}=I$ since $M_{1}, M_{2}, I$ are *-invariant, and, then
$\left[\operatorname{Skew}\left(M_{1}, *\right), \operatorname{Skew}\left(M_{2}, *\right)\right] \subseteq\left(M_{1} M_{2}+M_{2} M_{1}\right) \cap \operatorname{Skew}(R, *) \subseteq I \cap \operatorname{Skew}(R, *) \subseteq P$,
which implies, since $P$ is a prime ideal of $K$, that either $\operatorname{Skew}\left(M_{1}, *\right) \subseteq P$ or $\operatorname{Skew}\left(M_{2}, *\right) \subseteq P$, and, therefore, either $M_{1} \subseteq I$ or $M_{2} \subseteq I$. This shows that $I$ is a $*$-prime $*$-ideal of $R$.

If $P$ is semiprime, the argument above can be adapted, taking $M_{1}=M_{2}$, to show that $I$ is a $*$-semiprime ideal of $R$, and therefore a semiprime ideal of $R$.

On the other hand, using (i), $\pi(P)$ is an ideal of $\pi(\operatorname{Skew}(R, *))=\operatorname{Skew}(R / I, *)$, and, since $\operatorname{Ker}\left(\left.\pi\right|_{\text {Skew }(R, *)}\right)=\operatorname{Skew}(I, *) \subseteq P$,

$$
K / P \cong(K / \operatorname{Skew}(I, *)) /(P / \operatorname{Skew}(I, *)) \cong \operatorname{Skew}(R / I, *) / \pi(P)
$$

Finally, a nonzero $*$-ideal of $R / I$ has the form $M / I$, where $M$ is a $*$-ideal of $R$ strictly containing $I$, hence, there exists $x \in \operatorname{Skew}(M, *) \backslash P$, therefore $x+I \in$ $\operatorname{Skew}(M / I, *)$, but $x+I \notin \pi(P)=(P+I) / I$ [otherwise $x+I=p+I$ for some $p \in P$, hence $x-p \in I \cap K=\operatorname{Skew}(I, *) \subseteq P$, and $x \in P$, which is a contradiction].
3.9 Let $(R, *)$ be an associative algebra with involution over an algebraically closed field $\mathbb{F}$, and let $K=\operatorname{Skew}(R, *)$. We say that $K$ or $(R, *)$ (or $R$, for short) is of class
$\mathrm{A}_{n}$ if $R=T \oplus T^{o p}$ with the exchange involution, where $T=M_{n}(\mathbb{F})$, so that $K \cong$ $M_{n}(\mathbb{F})^{(-)}$.
$\mathrm{BD}_{n}$ if $R=M_{n}(\mathbb{F})$ under the transpose involution.
$\mathrm{C}_{n}$ if $R=M_{n}(\mathbb{F})$ under the symplectic involution (necessarily $n=2 m$ is even).
3.10 Let $(R, *)$ be a $*$-prime associative algebra with involution with extended centroid $C$, $*$-extended centroid $C^{*}$ (notice that $C^{*} \subset C$ ), centroid $\Gamma$ and $*$-centroid $\Gamma^{*}\left(\Gamma^{*} \subset \Gamma\right)$. We define $\widetilde{R}:=R C^{*} \otimes_{C^{*}} \mathbb{F}$ where $\underset{\widetilde{R}}{\mathbb{F}}$ is the algebraic closure of the field $C^{*}$. By [10, Theorem 8; 24, Theorem $\left.2.11(\mathrm{~b})\right], \widetilde{R}$ is a $*$-closed $*$-prime algebra over $\mathbb{F}$ with skew elements $\widetilde{K}=K C^{*} \otimes_{C^{*}} \mathbb{F}$ (cf. [24, Section 5]).

In [24], it is shown that the classes listed in (3.9) correspond to PI algebras $R$, producing PI algebras $\widetilde{R}$. Some of those classes for small $n$ 's are exceptions to
the general results proved in [24]. Therefore, those cases will need to be treated separately.
3.11 Lemma. Let $(R, *)$ be an associative algebra with involution over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$. Let $K=\operatorname{Skew}(R, *)$ and $P$ be a prime ideal of $K$ such that no nonzero $*$-ideal $M$ of $R$ satisfies $\operatorname{Skew}(M, *)=M \cap K \subseteq P$. Then $R$ is $*$-prime. If, in addition, $\widetilde{R}$ is not of class $A_{2}$ or $B D_{4}$, then $P=Z(K)$, and $P$ is a nondegenerate ideal of $K$.

Proof: The greatest *-ideal of $R$ whose skew symmetric elements are contained in $P$ is zero, hence $R$ is $*$-prime by (3.8)(ii).

Since $[Z(K), Z(K)]=0 \subseteq P$, and $P$ is a semiprime ideal of $K, Z(K) \subseteq P$.
Since $R$ is $*$-prime, $R$ itself provides a way to express $R$ as a subdirect product of $*$-prime rings, hence [24, Theorem 6.4] applies, obtaining that either $0 \equiv P$ in the notation of [24, page 26], which means $P \subseteq Z(K)$, as we wanted to prove, or there exists a nonzero standard Lie ideal of $K$ contained in $P$, i.e., there exists a *-ideal $M$ of $R$ such that $0 \neq[M \cap K, K] \subseteq P$. In this latter situation, $M \cap K=\operatorname{Skew}(M, *) \subseteq P$ by semiprimeness of $P$ as an ideal of $K$, which is a contradiction.

We have shown $P=Z(K)$, but $Z(K)=\operatorname{Kos}(K)$ by [13, 4.8], hence $K / P=$ $K / \operatorname{Kos}(K)$ is a nondegenerate Lie algebra.

We will next study the cases not covered by (3.11).
The following technical result is mostly a part of the Lie folklore.
3.12 Lemma. (i) If $a$ is an absolute zero divisor in a Lie algebra $L$ over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$, then $\operatorname{ad}_{\left[a, x_{1}\right]} \operatorname{ad}_{\left[a, x_{2}\right]} \operatorname{ad}_{\left[a, x_{3}\right]}=0$, for any $x_{1}, x_{2}, x_{3} \in L$. In particular, $\operatorname{ad}_{[a, x]}^{3}=0$, for any $x \in L$.
(ii) If, in addition, $L$ is a subalgebra of $R^{(-)}$, where $R$ is an associative $\Phi$-algebra, and $y=r a+\sum_{i=1}^{n} s_{i}\left[a, x_{i}\right]$, for some $r, s_{i} \in \widehat{Z(R)}, x_{i} \in L$, then $\operatorname{ad}_{y}^{3}(L)=0$.
(iii) If $a$ is an element in a Lie algebra $L$ over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$ such that $[a,[a, L]] \subseteq P$, for an ideal $P$ of $L$, then $\operatorname{ad}_{\left[a, x_{1}\right]} \operatorname{ad}_{\left[a, x_{2}\right]} \operatorname{ad}_{\left[a, x_{3}\right]}(L) \subseteq P$, for any $x_{1}, x_{2}, x_{3} \in L$. In particular, $\operatorname{ad}_{[a, x]}^{3}(L) \subseteq P$, for any $x \in L$.
(iv) If, in addition, $L$ is a subalgebra of $R^{(-)}$, where $R$ is an associative $\Phi$-algebra, and $y=r a+\sum_{i=1}^{n} s_{i}\left[a, x_{i}\right]$, for some $r, s_{i} \in \widehat{Z(R)}, x_{i} \in L$, then $\operatorname{ad}_{y}^{3}(L) \subseteq S P$, where $S \subseteq \widehat{Z(R)}$ is the linear span over $\Phi$ of the monomials of degree less than or equal to three in the elements $r$ and $s_{i}, i=1, \ldots, n$.

Proof: In this proof, for any $x \in L$, we will write $X:=a d_{x}: L \longrightarrow L$. Thus $a$
being an absolute zero divisor of $L$ just means

$$
\begin{equation*}
A^{2}=0 \tag{1}
\end{equation*}
$$

Since ad : $L \longrightarrow \operatorname{End}_{\Phi}(L)^{(-)}$is a Lie algebra homomorphism,

$$
0=\operatorname{ad}_{[a,[a, x]]}=[A,[A, X]]=A A X+X A A-2 A X A
$$

hence, using (1), for any $x \in L$,

$$
\begin{equation*}
A X A=0 \tag{2}
\end{equation*}
$$

and

$$
\begin{gathered}
\operatorname{ad}_{\left[a, x_{1}\right]} \operatorname{ad}_{\left[a, x_{2}\right]} \operatorname{ad}_{\left[a, x_{3}\right]}=\left[A, X_{1}\right]\left[A, X_{2}\right]\left[A, X_{3}\right] \\
=\left(A X_{1}-X_{1} A\right)\left(A X_{2}-X_{2} A\right)\left(A X_{3}-X_{3} A\right)={ }_{(1)(2)}-A X_{1} X_{2} A\left(A X_{3}-X_{3} A\right)={ }_{(1)(2)} 0
\end{gathered}
$$ which shows (i).

To prove (ii), first notice that $y$ is not necessarily an element of $L$, hence $\operatorname{ad}_{y}$ is a map defined on $R^{(-)}$, but we just want to show that the restriction of $\mathrm{ad}_{y}^{3}$ to $L$ vanishes. This fact, taking into account that $r, s_{i} \in \widehat{Z(R)}$, can be obtained as a consequence of (1), (i), and

$$
\begin{aligned}
& A\left[A, X_{i}\right]=A A X_{i}-A X_{i} A={ }_{(1)(2)} 0 \\
& {\left[A, X_{i}\right] A=A X_{i} A-X_{i} A A=(1)(2)}
\end{aligned}
$$

Now, (iii) follows from (i) applied to $L / P$, while (iv) can be obtained by slightly modifying the proof of (ii).

The following lemma is aimed at dealing with those cases not covered by (3.11).
3.13 Proposition. Let $R$ be an associative algebra over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$. If $L$ is a Lie subalgebra of $R^{(-)}$such that for every $a \in L, a^{2} \in Z(R)$, then every prime ideal of $L$ is nondegenerate.

Proof: Before going into studying prime ideals of $L$, we will establish some consequences of the fact that $a^{2} \in Z(R)$ for any $a \in L$. To begin with, it can be readily checked that, for any $a, b \in L$,

$$
\begin{equation*}
\operatorname{ad}_{a}^{3}(b)=4 a^{2}[a, b] \in I_{a^{2}} \tag{1}
\end{equation*}
$$

where $I_{a^{2}}=a^{2} L \cap L$ is an ideal of $L$. This is the first step to show, by induction on $n$, that

$$
\begin{equation*}
\operatorname{ad}_{a}^{2 n+1}(b)=\left(4 a^{2}\right)^{n}[a, b] \in I_{a^{2 n}} \tag{2}
\end{equation*}
$$

where $I_{a^{2 n}}=a^{2 n} L \cap L$ is also an ideal of $L$.
For any $x \in L, \operatorname{Id}_{L}(x)$ will denote the ideal of $L$ generated by $x$. Extending the notation introduced in (1), for any $x \in R, I_{x}$ will denote the set $x L \cap L$. Notice that $I_{z}$ is an ideal of $L$ if $z \in Z(R)$. Moreover, for any $z \in Z(R)$ and $x, y \in L$ and any operator $f$ in the multiplication algebra of $L,[z y, f(x)]=z[y, f(x)]$. This shows

$$
\begin{equation*}
\left[z L, \operatorname{Id}_{L}(x)\right] \subseteq z \operatorname{Id}_{L}(x)=\operatorname{Id}_{L}(z x) \tag{3}
\end{equation*}
$$

where the last equality makes sense when $z x \in L$. Since an element of $I_{z}$ has the form $z y$ for some $y \in L,(3)$ also shows that, when $z x \in L,\left[I_{z}, \operatorname{Id}_{L}(x)\right] \subseteq z \operatorname{Id}_{L}(x)=$ $\operatorname{Id}_{L}(z x)$ and, by induction, for any positive integer $n$, when $z^{n} x \in L$,

$$
\begin{equation*}
\operatorname{ad}_{I_{z}}^{n}\left(\operatorname{Id}_{L}(x)\right) \subseteq z^{n} \operatorname{Id}_{L}(x)=\operatorname{Id}_{L}\left(z^{n} x\right) \tag{4}
\end{equation*}
$$

Let $P$ be a prime ideal of $L$.
(5) If $a \in L \backslash P$ is ad-nilpotent modulo $P$, then $I_{a^{2}} \subset P$ and, in particular, $\frac{1}{4} \operatorname{ad}_{a}^{3}(b)={ }_{(1)} a^{2}[a, b] \in P$ for every $b \in L:$
Since $a$ is ad-nilpotent module $P$, there exists a positive integer $n$ such that, for every $b \in L, \operatorname{ad}_{a}^{2 n+1}(b)={ }_{(2)}\left(4 a^{2}\right)^{n}[a, b] \in P$. Since $a \notin P, \operatorname{Id}_{L}(a) \nsubseteq P$, hence $\left[\operatorname{Id}_{L}(a), \operatorname{Id}_{L}(a)\right] \nsubseteq P$ because $P$ is a semiprime ideal of $L$. Semiprimeness of $P$ also implies that there must be $b \in L$ such that $[a, b] \notin P$, hence $\operatorname{Id}_{L}([a, b]) \nsubseteq P$. Therefore,

$$
\operatorname{ad}_{I_{a^{2}}}^{n}\left(\operatorname{Id}_{L}([a, b])\right) \subseteq{ }_{(4)} \operatorname{Id}_{L}\left(a^{2 n}[a, b]\right) \subseteq P
$$

implies $I_{a^{2}} \subset P$ by primeness of $P$ as an ideal of $L$.
(6) If, for some $x \in L, a$ and $[a, x]$ are ad-nilpotent module $P$ with $[a, x] \in L \backslash P$ (this implies $a \in L \backslash P$ ) then $I_{a x+x a} \subset P$ :
Notice that $a x+x a=(a+x)^{2}-a^{2}-x^{2} \in Z(R)$, so that $I_{a x+x a}$ is an ideal of $L$. By semiprimeness of $P$, the fact that $[a, x] \notin P$ implies the existence of $y \in L$ such that $[[a, x], y] \notin P$, as above. Now, two elements in $I_{a x+x a}$ have the form $(a x+x a) t_{1}$, $(a x+x a) t_{2}$, for some $t_{1}, t_{2} \in L$. For any operator $f$ in the multiplication algebra of $L$,

$$
\begin{gathered}
{\left[(a x+x a) t_{1},\left[(a x+x a) t_{2}, f([[a, x], y])\right]\right]} \\
=(a x+x a)^{2}\left[t_{1},\left[t_{2}, f([[a, x], y])\right]\right](\text { because } a x+x a \in Z(R)) \\
=\left[t_{1},\left[t_{2}, f\left((a x+x a)^{2}[[a, x], y]\right)\right]\right](\text { because } a x+x a \in Z(R)) \\
=\left[t_{1},\left[t_{2}, f\left(\left([a, x]^{2}+4 a^{2} x^{2}\right)[[a, x], y]\right)\right]\right]
\end{gathered}
$$

$$
\begin{gathered}
\left(\text { because }(a x+x a)^{2}=[a, x]^{2}+4 a^{2} x^{2} \text { since } x^{2}, a^{2} \in Z(R)\right) \\
=\left[t_{1},\left[t_{2}, f\left([a, x]^{2}[[a, x], y]\right)\right]\right]+\left[t_{1},\left[t_{2}, f\left(4 a^{2} x^{2}[[a, x], y]\right)\right]\right] \\
=\left[t_{1},\left[t_{2}, f\left([a, x]^{2}[[a, x], y]\right)\right]\right]+\left[t_{1},\left[t_{2}, f\left(4 a^{2}\left[x^{2}[a, x], y\right]\right)\right]\right]\left(\text { because } x^{2} \in Z(R)\right) \\
=\left[t_{1},\left[t_{2}, f\left([a, x]^{2}[[a, x], y]\right)\right]\right]+\left[t_{1},\left[t_{2}, f\left(a^{2}\left[\operatorname{ad}_{x}^{2}([a, x]), y\right]\right)\right]\right](\operatorname{using}(1)) \\
=\left[t_{1},\left[t_{2}, f\left([a, x]^{2}[[a, x], y]\right)\right]\right]+\left[t_{1},\left[t_{2}, f\left(\left[\operatorname{ad}_{x}^{2}\left(a^{2}[a, x]\right), y\right]\right)\right]\right]\left(\text { using } a^{2} \in Z(R)\right) \\
\in\left[t_{1},\left[t_{2}, f(P)\right]\right]+\left[t_{1},\left[t_{2}, f\left(\left[\operatorname{ad}_{x}^{2}(P), y\right]\right)\right]\right](\text { using }(5)) \subseteq P .
\end{gathered}
$$

We have shown $\left.\left[I_{a x+x a},\left[I_{a x+x a}, \operatorname{Id}_{L}([a, x], y]\right)\right]\right] \subseteq P$, which implies $I_{a x+x a} \subseteq P$ by primeness of $P$ since $\left.\operatorname{Id}_{L}([a, x], y]\right) \nsubseteq P$.
(7) Given $x_{i}, y_{i} \in L, i=1,2, \ldots, n$ there exists an ideal $I$ of $L$ such that

$$
\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right) L, I\right] \subseteq \bigcap_{j=1}^{r} I_{x_{i_{j}} y_{i_{j}}+y_{i_{j}} x_{i_{j}}},
$$

for any subset $\left\{i_{1}, \ldots, i_{r}\right\} \subseteq\{1, \ldots, n\}$. Moreover, if $x_{i}, y_{i} \in L \backslash P$, for all $i=1, \ldots, n$, the ideal $I$ can be chosen not contained in $P$ :
For any, $x, y \in L$, since $x y+y x=(x+y)^{2}-x^{2}-y^{2}$ and $x y+y x=-(x-y)^{2}+x^{2}+y^{2}$, we can use (1) and (3) to obtain

$$
\begin{aligned}
{[(x y+y x) L} & \left.\left.,\left[\operatorname{Id}_{L}([x, L]), \operatorname{Id}_{L}([y, L])\right], \operatorname{Id}_{L}([x+y, L])\right]\right] \\
\subseteq & {\left[(x y+y x) L, \operatorname{Id}_{L}([x, L]) \cap \operatorname{Id}_{L}([y, L]) \cap \operatorname{Id}_{L}([x+y, L])\right] \subseteq L }
\end{aligned}
$$

and

$$
\begin{aligned}
& {\left[(x y+y x) L,\left[\left[\operatorname{Id}_{L}([x, L]), \operatorname{Id}_{L}([y, L])\right], \operatorname{Id}_{L}([x-y, L])\right]\right]} \\
& \subseteq\left[(x y+y x) L, \operatorname{Id}_{L}([x, L]) \cap \operatorname{Id}_{L}([y, L]) \cap \operatorname{Id}_{L}([x-y, L])\right] \subseteq L
\end{aligned}
$$

If $x, y \in L \backslash P$, then either $x+y \in L \backslash P$ or $x-y \in L \backslash P$, and then we can define either

$$
M=\left[\left[\operatorname{Id}_{L}([x, L]), \operatorname{Id}_{L}([y, L])\right], \operatorname{Id}_{L}([x+y, L])\right]
$$

or

$$
M=\left[\left[\operatorname{Id}_{L}([x, L]), \operatorname{Id}_{L}([y, L])\right], \operatorname{Id}_{L}([x-y, L])\right]
$$

respectively, and $M$ will be an ideal of $L$ not contained in $P$, by primeness of $P$ (the elements $x, y$ and $x+y$ or $x-y$ are not contained in $P$, so their Lie products with $L$ cannot be contained in $P$ by semiprimeness of $P$, as in (5); thus $M$ is the product of three ideals, each one not contained in $P$ ).

Applying the above to every pair of elements $x_{i}, y_{i} \in L$, we obtain, for any $i=1, \ldots, n$, an ideal $M_{i}$ of $L$ such that

$$
\begin{equation*}
\left[\left(x_{i} y_{i}+y_{i} x_{i}\right) L, M_{i}\right] \subseteq L \tag{8}
\end{equation*}
$$

and if, in addition, $x_{i}, y_{i} \in L \backslash P$, then $M_{i} \nsubseteq P$.
We define

$$
N=\left[M_{1},\left[M_{2}, \cdots,\left[M_{n-1}, M_{n}\right] \cdots\right]\right] .
$$

and

$$
I=N^{(n)}
$$

Notice that $I$ is an ideal of $L$, and, by primeness of $P, I \nsubseteq P$ if $x_{i}, y_{i} \in L \backslash P$, for all $i=1, \ldots, n$.

We will now show by induction on $r$ that, for any $1 \leq r \leq n$, and any subset $\left\{i_{1}, \ldots, i_{r}\right\} \subseteq\{1, \ldots, n\}$,

$$
\begin{equation*}
\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right) L, N^{(r)}\right] \subseteq \bigcap_{j=1}^{r} I_{x_{i_{j}} y_{i_{j}}+y_{i_{j}} x_{i_{j}}} \tag{9}
\end{equation*}
$$

which will prove (7) since $I \subseteq N^{(r)}$ for any $1 \leq r \leq n$.
For $r=1$,

$$
\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) L, N^{(1)}\right]=\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right)\left[L, N^{(1)}\right] \subseteq\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) L
$$

since $x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}} \in Z(R)$, and also

$$
\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) L, N^{(1)}\right] \subseteq\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) L, N\right] \subseteq\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) L, M_{i_{1}}\right] \subseteq L
$$

by (8). Thus we have shown

$$
\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) L, N^{(1)}\right] \subseteq I_{x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}}
$$

If we assume that (9) is true for some $1 \leq r<n$, then, using that $x_{i_{r+1}} y_{i_{r+1}}+$ $y_{i_{r+1}} x_{i_{r+1}} \in Z(R)$,

$$
\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right)\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right) L, N^{(r+1)}\right]
$$

$$
\begin{aligned}
& \subseteq\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right)\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right) L, N^{(r+1)}\right] \\
&=\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right)\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right) L,\left[N^{(r)}, N^{(r)}\right]\right] \\
& \subseteq\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right)\left[\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right) L, N^{(r)}\right], N^{(r)}\right] \\
&= {\left[\left[\left(x_{i_{1}} y_{i_{1}}+y_{i_{1}} x_{i_{1}}\right) \cdots\left(x_{i_{r}} y_{i_{r}}+y_{i_{r}} x_{i_{r}}\right) L, N^{(r)}\right],\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right) N^{(r)}\right] } \\
& \subseteq \subseteq\left(\bigcap_{j=1}^{r} I_{x_{i_{j}} y_{i_{j}}+y_{i_{j}} x_{i_{j}}}\right) \cap I_{x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}}=\bigcap_{j=1}^{r+1} I_{x_{i_{j}} y_{i_{j}}+y_{i_{j}} x_{i_{j}}},
\end{aligned}
$$

by the induction assumption and the fact that

$$
\begin{aligned}
& \left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right) N^{(r)}=\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right)\left[N^{(r-1)}, N^{(r-1)}\right] \\
& \subseteq\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right)\left[N^{(0)}, N^{(0)}\right]=\left[\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right) N, N\right] \\
& \subseteq\left[\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right) L, M_{r+1}\right] \\
& \subseteq L \cap\left(x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}\right) L=I_{x_{i_{r+1}} y_{i_{r+1}}+y_{i_{r+1}} x_{i_{r+1}}}
\end{aligned}
$$

by (8).
The final part of the proof consist of showing that having nonzero absolute zero divisors of $L / P$ yields a contradiction.

Let $a \in L \backslash P$ such that $[a,[a, L]] \subseteq P$, i.e., $0 \neq a+P \in L / P$ be an absolute zero divisor of $L / P$.
(10) If $x \in L$ satisfies that $[a, x] \notin P$, then $I_{a x+x a} \subset P$ :

By (3.12)(iii) $\operatorname{ad}_{[a, x]}^{3}(L) \subset P$, and we can apply (6).
(11) Every element of $\operatorname{Id}_{L}(a)$ is ad-nilpotent of index $\leq 3$ module $P$ :

Given any $y_{1}, y_{2} \in L,\left[y_{2}, a\right]=y_{2} a-a y_{2}=2 y_{2} a-\left(a y_{2}+y_{2} a\right)$, and, using the fact that $a y_{2}+y_{2} a \in Z(R)$,

$$
\begin{aligned}
{\left[y_{1},\left[y_{2}, a\right]\right] } & =\left[y_{1}, 2 y_{2} a-\left(a y_{2}+y_{2} a\right)\right]=2\left[y_{1}, y_{2} a\right]=2 y_{1} y_{2} a-2 y_{2} a y_{1} \\
& =2\left(y_{1} y_{2}+y_{2} y_{1}\right) a-2 y_{2}\left(a y_{1}+y_{1} a\right) \\
& =2\left(y_{1} y_{2}+y_{2} y_{1}\right) a-2\left(a y_{1}+y_{1} a\right) y_{2}
\end{aligned}
$$

since $a y_{1}+y_{1} a \in Z(R)$. Now, by induction on $n$, any product

$$
\left[y_{1},\left[y_{2}, \cdots,\left[y_{n}, a\right] \cdots\right]\right]=\operatorname{ad}_{y_{1}} \operatorname{ad}_{y_{2}} \cdots \operatorname{ad}_{y_{n}}(a)
$$

for $y_{1}, \ldots, y_{n} \in L$ has the form

$$
\operatorname{ad}_{y_{1}} \operatorname{ad}_{y_{2}} \cdots \operatorname{ad}_{y_{n}}(a)=\lambda a+\sum_{k=1}^{h} \mu_{k}\left[a, b_{k}\right]+\sum_{l=1}^{m} \gamma_{l} c_{l}
$$

where $b_{k} \in\left\{y_{1}, \ldots, y_{n}\right\}, c_{l} \in L, \lambda, \mu_{k}, \gamma_{l} \in \widehat{Z(R)}$ are products of elements of the form $a y_{i}+y_{i} a$ and $y_{j} y_{i}+y_{i} y_{j}$, and al least one of the factors of each $\gamma_{l}$ is of the form $a y_{i}+y_{i} a$. If some $y_{i} \in P$, then $\operatorname{ad}_{y_{1}} \operatorname{ad}_{y_{2}} \cdots \operatorname{ad}_{y_{n}}(a) \in P$, and, if $\left[y_{i}, a\right] \in P$ for some $i$, then we can use the fact that $\operatorname{ad}_{y_{i}}$ is a derivation to write

$$
\begin{aligned}
\operatorname{ad}_{y_{1}} \operatorname{ad}_{y_{2}} \cdots \operatorname{ad}_{y_{n}}(a)= & \operatorname{ad}_{y_{1}} \cdots \operatorname{ad}_{y_{i-1}} \operatorname{ad}_{y_{i}}\left(\operatorname{ad}_{y_{i+1}} \cdots \operatorname{ad}_{y_{n}}(a)\right) \\
= & \operatorname{ad}_{y_{1}} \cdots \operatorname{ad}_{y_{i-1}} \operatorname{ad}_{\left[y_{i}, y_{i+1}\right]} \operatorname{ad}_{y_{i+2}} \cdots \operatorname{ad}_{y_{n}}(a) \\
& +\operatorname{ad}_{y_{1}} \cdots \operatorname{ad}_{y_{i-1}} \operatorname{ad}_{y_{i+1}} \operatorname{ad}_{\left[y_{i}, y_{i+2}\right]} \cdots \operatorname{ad}_{y_{n}}(a) \\
& \vdots \\
& +\operatorname{ad}_{y_{1}} \cdots \operatorname{ad}_{y_{i-1}} \operatorname{ad}_{y_{i+1}} \cdots \operatorname{ad}_{y_{n-1}} \operatorname{ad}_{\left[y_{i}, y_{n}\right]}(a) \\
& +\operatorname{ad}_{y_{1}} \cdots \operatorname{ad}_{y_{i-1}} \operatorname{ad}_{y_{i+1}} \cdots \operatorname{ad}_{y_{n}}\left(\left[y_{i}, a\right]\right),
\end{aligned}
$$

where the last term lies in $P$, i.e., we can write $\operatorname{ad}_{y_{1}} \operatorname{ad}_{y_{2}} \cdots \operatorname{ad}_{y_{n}}(a)$ as a sum of similar elements of smaller length modulo $P$. Therefore, any element $t \in \operatorname{Id}_{L}(a)$ has the form

$$
t=\lambda a+\sum_{k=1}^{h} \mu_{k}\left[a, b_{k}\right]+\sum_{l=1}^{m} \gamma_{l} c_{l}+p
$$

where $b_{k} \in\left\{y_{1}, \ldots, y_{n}\right\}, c_{l} \in L, p \in P, \lambda, \mu_{k}, \gamma_{l} \in \widehat{Z(R)}$ are products of elements of the form $a y_{i}+y_{i} a$ and $y_{j} y_{i}+y_{i} y_{j}$, and at least one of the factors of each $\gamma_{l}$ is of the form $a y_{i}+y_{i} a$, for some set $\left\{y_{1}, \ldots, y_{n}\right\}$ of elements in $L$ such that all $y_{i},\left[y_{i}, a\right] \in L \backslash P$. By (7), there exists an ideal $I$ of $L$ such that $I \nsubseteq P$ and

$$
\begin{equation*}
[\lambda L, I] \subseteq L, \quad\left[\mu_{k} L, I\right] \subseteq L, \quad\left[\gamma_{l} L, I\right] \subseteq L, \quad[\pi L, I] \subseteq L \tag{12}
\end{equation*}
$$

for any monomial $\pi$ of degree less than or equal to three in $\lambda, \mu_{k}$, and $\gamma_{l}$, and any $k=1, \ldots, h, l=1, \ldots, m$. Also, using (7) and (10),

$$
\begin{equation*}
\left[\gamma_{l} L, I\right] \subseteq P \tag{13}
\end{equation*}
$$

for all $l=1, \ldots, m$. Hence, for any $y \in I$
$[t, y]=\left[\lambda a+\sum_{k=1}^{h} \mu_{k}\left[a, b_{k}\right]+\sum_{l=1}^{m} \gamma_{l} c_{l}+p, y\right] \subseteq_{(13)}\left[\lambda a+\sum_{k=1}^{h} \mu_{k}\left[a, b_{k}\right], y\right]+P=\operatorname{ad}_{s}(y)+P$,
where $p \in P, s=\lambda a+\sum_{k=1}^{h} \mu_{k}\left[a, b_{k}\right] \in R$, and $\operatorname{ad}_{s}(I) \subseteq L$ by (12). This latter fact implies that, for $r \geq 1$, we also have

$$
\begin{equation*}
\operatorname{ad}_{s}\left(I^{(r)}\right)=\operatorname{ad}_{s}\left(\left[I^{(r-1)}, I^{(r-1)}\right]\right) \subseteq\left[\operatorname{ad}_{s}\left(I^{(r-1)}\right), I^{(r-1)}\right] \subseteq\left[L, I^{(r-1)}\right] \subseteq I^{(r-1)} \tag{15}
\end{equation*}
$$

using that $\operatorname{ad}_{s}$ is a derivation.
For any $x \in L, y \in I$,

$$
\begin{equation*}
[[t, x], y]=[[t, y], x]+[t,[x, y]] \subseteq[[s, y], x]+[s,[x, y]]+P=[[s, x], y]+P \tag{16}
\end{equation*}
$$

using (14) on $y$ and $[x, y]$. We will prove by induction on $n$ that for any $x \in L$, $y \in I^{(n)}$,

$$
\begin{equation*}
\left[\operatorname{ad}_{t}^{n}(x), y\right] \subseteq\left[\operatorname{ad}_{s}^{n}(x), y\right]+P \tag{17}
\end{equation*}
$$

The case $n=1$ is (16), so let us assume that (17) is true for some $n \geq 0$ and prove it for $n+1$ : If we assume that $y \in I^{(n+1)}$, then

$$
\begin{aligned}
{\left[\operatorname{ad}_{t}^{n+1}(x), y\right] } & =\left[\left[t, \operatorname{ad}_{t}^{n}(x)\right], y\right] \\
& \subseteq(16) \\
& \left.=\operatorname{ad}_{s}\left(\left[\operatorname{cad}_{t}^{n}(x), y\right]\right)-\left[\operatorname{ad}_{t}^{n}(x)\right], y\right]+P=\left[\operatorname{ad}_{s}\left(\operatorname{ad}_{t}^{n}(x)\right]+P(\text { using ad }\right. \\
s & \text { is a derivation }) \\
& \subseteq \operatorname{ad}_{s}\left(\left[\operatorname{ad}_{s}^{n}(x), y\right]\right)-\left[\operatorname{ad}_{s}^{n}(x), \operatorname{ad}_{s}(y)\right]+P \\
& \left(\text { by the induction assumption since } \operatorname{ad}_{s}(y) \in I^{(n)} \text { by }(15)\right) \\
& =\left[\operatorname{ad}_{s}^{n+1}(x), y\right]+P
\end{aligned}
$$

using again that $\operatorname{ad}_{s}$ is a derivation.
In particular, we have

$$
\left[\operatorname{ad}_{t}^{3}(L), I^{(3)}\right] \subseteq_{(17)}\left[\operatorname{ad}_{s}^{3}(L), I^{(3)}\right]+P \subseteq_{(3.12)(\mathrm{iv})}\left[S P, I^{(3)}\right]+P
$$

where $S \subseteq \widehat{Z(R)}$ is the span over $\Phi$ of the monomials of degree less than or equal to three in the elements $\lambda, \mu_{k}, k=1, \ldots, n$, appearing in the description of $t$, but

$$
\left.\left.\begin{array}{rl}
{\left[S P, I^{(3)}\right]} & +P=_{(S \subseteq \widehat{Z(R))}}\left[P, S I^{(3)}\right]+P=\left[P, S\left[I^{(2)}, I^{(2)}\right]\right]+P \\
& ={ }_{(S \subseteq \widehat{Z(R))}}\left[P,\left[S I^{(2)}, I^{(2)}\right]\right]+P \subseteq[P,[S L, I]]+P \subseteq(12)
\end{array}\right] P, L\right]+P \subseteq P, ~ \$
$$

and we have shown that $\left[\operatorname{ad}_{t}^{3}(L), I^{(3)}\right] \subseteq P$, which readily implies $\left[\operatorname{Id}_{L}\left(\operatorname{ad}_{t}^{3}(L)\right), I^{(3)}\right] \subseteq$ $P$. Hence $\operatorname{Id}_{L}\left(\operatorname{ad}_{t}^{3}(L)\right) \subseteq P$ by primeness of $P$, using that $I \nsubseteq P$ yields $I^{(3)} \nsubseteq P$ by semiprimeness of $P$. This shows that $\mathrm{ad}_{t}^{3}(L) \subseteq P$, proving (11).
(18) $\operatorname{Id}_{L}(a) \subseteq P$, which is a contradiction since we were assuming $a \in L \backslash P$ :

Given $b, c, d \in \operatorname{Id}_{L}(a),[c, d]=c d-d c=2 c d-(c d+d c)$, and, using the fact that $c d+d c \in Z(R)$,

$$
\begin{align*}
{[b,[c, d]] } & =[b, 2 c d-(c d+d c)]=2[b, c d]=2 b c d-2 c d b \\
& =2(b c+c b) d-2 c(d b+b d)  \tag{19}\\
& =2(b c+c b) d-2(d b+b d) c
\end{align*}
$$

since $d b+b d \in Z(R)$. On the other hand, if $\operatorname{Id}_{L}(a) \nsubseteq P$, then $\left[\operatorname{Id}_{L}(a), \operatorname{Id}_{L}(a)\right] \nsubseteq P$ by semiprimeness of $P$, and we can find $c, d \in \operatorname{Id}_{L}(a)$ such that $[c, d] \notin P$, which implies $c \notin P$, and $d \notin P$. Since $\left[x, \operatorname{Id}_{L}(a)\right] \subseteq P$ readily implies $\left[\operatorname{Id}_{L}(x), \operatorname{Id}_{L}(a)\right] \subseteq P$, which yields $\operatorname{Id}_{L}(x) \subseteq P$ by primeness of $P$, the submodules

$$
\begin{gathered}
A_{1}:=\left\{y \in \operatorname{Id}_{L}(a) \mid[c, y] \in P\right\} \\
A_{2}:=\left\{y \in \operatorname{Id}_{L}(a) \mid[c, y] \in P\right\} \\
A_{3}:=\left\{y \in \operatorname{Id}_{L}(a) \mid[[c, d], y] \in P\right\}
\end{gathered}
$$

of $\operatorname{Id}_{L}(a)$ are proper. Hence $A_{1} \cup A_{2} \cup A_{3} \neq \operatorname{Id}_{L}(a)$, because $\frac{1}{2} \in \Phi$, and we can find $b \in \operatorname{Id}_{L}(a)$ such that

$$
\begin{equation*}
[b, c],[b, d],[[b,[c, d]] \in L \backslash P \tag{20}
\end{equation*}
$$

In particular $b, c, d \in L \backslash P$, and we can apply (7) to find an ideal $I$ of $L$ not contained in $P$ such that

$$
\begin{equation*}
[[b,[c, d]], I] \subseteq_{(19)} I_{b c+c b}+I_{b d+d b} \tag{21}
\end{equation*}
$$

Because of (11) and (20), we can apply (6) to obtain that $I_{b c+c b} \subseteq P$ and $I_{b d+d b} \subseteq P$. Therefore, (21) yields $[[b,[c, d]], I] \subseteq P$, which readily implies $\left[\operatorname{Id}_{L}([b,[c, d]]), I\right] \subseteq$ $P$, and this is impossible by primeness of $P$.

We have shown that $L / P$ is a nondegenerate Lie algebra.
3.14 LEmMA. If $L$ is a subalgebra of $\operatorname{Skew}(R, *)$, for a *-prime associative algebra $R$ over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$, such that $\widetilde{R}$ is of class $A_{2}$ or $B D_{4}$, and $P$ is a prime ideal of $L$, then $L / P$ is nondegenerate.

Proof: If $\widetilde{R}$ is of class $\mathrm{A}_{2}, L$ is a $\Phi$-subalgebra of $M:=M_{2}(\mathbb{F})^{(-)}$, for an algebraically closed field $\mathbb{F}$ and $L /\left(L \cap Z(M)\right.$ ) imbeds in $M / Z(M) \cong \operatorname{sl}_{2}(\mathbb{F})$ (the epimorphism $M \longrightarrow \operatorname{sl}_{2}(\mathbb{F})$ given by $A \mapsto A-\frac{1}{2} t(A) I_{2}$ has kernel $Z(M)$ ). Thus, we can see $L /(L \cap Z(M))$ as a subalgebra of $\operatorname{sl}_{2}(\mathbb{F}) \leq M_{2}(\mathbb{F})^{(-)}=: R_{1}^{(-)}$and, for any $a \in L /(L \cap Z(M)), a^{2} \in Z\left(R_{1}\right)$, so that (3.13) applies to $L /(L \cap Z(M))$.

Now, given a prime ideal $P$ of $L$, since $[L \cap Z(M), L \cap Z(M)]=0 \subseteq P, L \cap Z(M) \subseteq$ $P$, and

$$
L / P \cong(L /(L \cap Z(M))) /(P /(L \cap Z(M))
$$

Hence, $P /(L \cap Z(M))$ is a prime ideal of $L /(L \cap Z(M))$, and $L / P$ is nondegenerate by (3.13).

If $\widetilde{R}$ is of class $\mathrm{BD}_{4}, L$ is $\Phi$ subalgebra of $\operatorname{Skew}(Q, *)$, where $Q=M_{4}(\mathbb{F})$, and * is the transpose involution, for an algebraically closed field $\mathbb{F}$. For any $1 \leq i, j, \leq 4$, $i \neq j$, let $E_{i j}=e_{i j}-e_{j i}$, where $e_{i j}$ is the usual matrix unit. Then, it can be readily seen that $\operatorname{Skew}(Q, *)$ is the direct sum of the ideals $I_{1}$ and $I_{2}$ where (there is a misprint in Herstein's counterexample [14, Pag. 40]) $I_{1}$ is the vector subspace spanned by $\left\{a:=E_{12}-E_{34}, b:=E_{13}+E_{24}, c:=E_{14}-E_{23}\right\}$ and $I_{2}$ is the vector subspace spanned by $\left\{\widehat{a}:=E_{12}+E_{34}, \widehat{b}:=E_{13}-E_{24}, \widehat{c}:=E_{14}+E_{23}\right\}$. Moreover, $I_{i}$ is isomorphic to $\mathrm{sl}_{2}(\mathbb{F})$, and hence it is simple:

By direct computation, the multiplication table of $I_{1}$ is given by $[a, b]=2 c$, $[a, c]=-2 b,[b, c]=2 a$, so that the basis $h=i a, e=\frac{1}{2}(i b-c), f=\frac{1}{2}(i b+c)$, where $i$ is an element in $\mathbb{F}$ such that $i^{2}=-1$, behaves like the natural basis of $\operatorname{sl}_{2}(\mathbb{F})([h, e]=2 e,[h, f]=-2 f,[e, f]=h)$.
Analogously, the multiplication table of $I_{2}$ is given by $[\widehat{a}, \widehat{b}]=-2 \widehat{c},[\widehat{a}, \widehat{c}]=$ $2 \widehat{b},[\widehat{b}, \widehat{c}]=-2 \widehat{a}$, and we can take $h=i \widehat{a}, e=\frac{1}{2}(i \widehat{b}+\widehat{c}), f=\frac{1}{2}(\langle\widehat{b}-\widehat{c})$ to show $I_{2} \cong \operatorname{sl}_{2}(\mathbb{F})$.
Thus, $L$ can be seen as a subalgebra of $\operatorname{sl}_{2}(\mathbb{F}) \oplus \mathrm{sl}_{2}(\mathbb{F}) \leq\left(M_{2}(\mathbb{F}) \oplus M_{2}(\mathbb{F})\right)^{(-)}=$: $R_{1}^{(-)}$, and, for any $a \in L, a^{2} \in Z\left(R_{1}\right)$. Therefore, (3.13) applies to $L$, and $L / P$ is nondegenerate, for any prime ideal $P$ of $L$.

Now, we can put together (3.11) and (3.14).
3.15 Theorem. Let $(R, *)$ be an associative algebra with involution over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$. If $L=\operatorname{Skew}(R, *)$ and $P$ a semiprime (resp. prime) ideal of $L$, then $P$ is a nondegenerate (resp. strongly prime) ideal of $L$.

Proof: By [1, Th. 1.1], every semiprime Lie algebra is a subdirect product of prime Lie algebras, hence, given a semiprime ideal $P$ of $L$, there exist prime ideals $P_{\alpha}$ of $L$ such that $P=\cap_{\alpha \in A} P_{\alpha}$ and $L / P$ is a subdirect product of the algebras $L / P_{\alpha}$. Since a subdirect product of nondegenerate Lie algebras is nondegenerate, we just need to prove the theorem in the case when $P$ is a prime ideal of $L$.

Thus, since $P$ is prime, we can use (3.8) and assume that $R$ is $*$-prime with no non nonzero $*$-ideal of $R$ whose skew-symmetric elements are contained in $P$. If $\tilde{R}$ is not of class $\mathrm{A}_{2}$ or $\mathrm{BC}_{4}$, then $L / P$ is nondegenerate by (3.11). Otherwise, (3.14)
applies, and $L / P$ is also nondegenerate.
As in the previous section we can extend (3.15) to quotients of algebras of the form $\operatorname{Skew}(R, *)$. By (3.1), it also applies to Lie algebras $L$ which are quotients of $R^{(-)}$, for an associative algebra $R$.
3.16 Corollary. Let L be a Lie algebra over a ring of scalars $\Phi$ with $\frac{1}{2} \in \Phi$ which is a quotient of $\operatorname{Skew}(R, *)$, where $(R, *)$ is an associative algebra with involution. If $P$ is a semiprime (resp. prime) ideal of $L$, then $P$ is a nondegenerate (resp. strongly prime) ideal of $L$.
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